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Abstract
Introduction: Artificial intelligence systems impact the practices and lives of both students and teachers. 
Research reviews on artificial intelligence in education have been oriented towards automation, collaboration 
and use in classroom practices, with a gap in its impact on educational actors. Method: The article, under the 
PRISMA model, is aimed at interpreting the impacts, in terms of benefits, risks and opportunities of artificial 
intelligence systems on students and teachers, the main educational actors (2015-2023). The methodology 
to interpret the texts is analogical hermeneutics, which allows for establishing an analogy between univocal 
and equivocal visions. Results: Artificial intelligence impacts identity, integral development, relationships, 
functions, and the very being of educational actors. Conclusions: The voices of educators remain indebted, 
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in relation to the impacts of artificial intelligence on the subjects, of the educational act. It is necessary to 
strengthen trust, human centrality, and a sapiential integration of these systems in the practices and lives of 
educational actors.

Keywords
Education; Artificial Intelligence; Teacher; Student; Robots; Teaching; Learning.

Resumen
Introducción: los sistemas de inteligencia artificial (IA) impactan las prácticas y la vida tanto de estudian-
tes como de profesores. Las revisiones investigativas sobre la IA en la educación se han orientado a la 
automatización, colaboración y uso en las prácticas de aula, con un vacío en su impacto sobre los actores 
educativos. Método: el artículo, bajo el modelo Preferred Reporting Items for Systematic Review and Meta 
Analyses (PRISMA), se orienta a interpretar impactos, en términos de beneficios, riesgos y oportunidades, 
de los sistemas de la IA en estudiantes y profesores, principales actores educativos (2015-2023). La meto-
dología, para interpretar los textos, es la hermenéutica analógica, que permite establecer una analogía entre 
visiones unívocas y equívocas. Resultados: la IA impacta en la identidad, desarrollo integral, relaciones, 
funciones y en el mismo ser de los actores educativos. Conclusiones: las voces de los educadores perma-
necen en deuda con respecto a los impactos de la inteligencia artificial en los sujetos del acto educativo. Es 
necesario fortalecer la confianza, centralidad en lo humano y una integración sapiencial de estos sistemas 
en las prácticas y vidas de los actores educativos.

Palabras clave
Educación; Inteligencia artificial; Profesor; Estudiante; Robots; Enseñanza; Aprendizaje.
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Introduction

Several perspectives on education orient their vision toward sustainable human and social 
development, extended to all life through lifelong learning (United Nations Educational, Scientific 
and Cultural Organization [UNESCO], 2015). These views aim to build educated minds and 
responsible citizens with humanistic values and socio-emotional skills (Chernyshenko et al., 
2018; World Economic Forum, 2016). Human-centered education, which is not a technology-
centered solution (Popenici & Kerr, 2017), is being challenged by developments in the AI field, 
which is advancing faster than the wisdom with which it should be managed (Tegmark, 2017).

Research on AI and education has focused on reviewing its use in automating and reconfiguring 
processes in educational scenarios, improving teaching-learning practices, and predicting 
the performance and difficulties of students. Regarding the reconfiguration of educational 
environments, Augmented Reality (AR) is used to enrich physical spaces through images and 
sounds (Munnerley et al., 2014), while Mixed Reality (MR) is used to integrate physical and 
digital objects (Adams et al., 2018).

Some systems intervene in the students’ academic practices and experiences to predict and 
generate actions that strengthen their motivation, cognition, engagement, participation, and 
retention (Zawacki-Richter et al., 2019; Marín-Casanova, 2018; Huang, 2018) and prevent 
underachievement and dropout (García-Peña et al., 2020; Guan et al., 2020). In addition to 
addressing the abovementioned situations, AI is used to improve learning (Ouyang et al., 2022; Xu 
& Ouyang, 2022; Vicari, 2021) through applications (Hwang et al., 2020) and various techniques 
such as logistic regression (LR), random forest (RF), data mining (DM), among others (Chen et 
al., 2022; Sreenivasa et al., 2018; Umer et al., 2017; Hoffait & Schyns, 2017).

These systems are configured to accompany and intervene in academic performance with 
tutors, applications, and intelligent autonomous agents or virtual assistants that challenge the 
roles of teachers and students (Sichman, 2021; Lodhi et al., 2018; Hussain et al., 2018; Howard 
et al., 2017; Sebastian & Richards, 2017; Huang & Chen, 2016). One of the latest advancements 
is ChatGPT (Generative Pretrained Transformer), which was developed from natural language 
emulation and is equipped with hyper-information that enables it to analyze, synthesize, interpret, 
write, provide answers, perform complex tasks, and generate text (Tirado-Olivares et al., 2023; 
Van den Berg & Du Plessis, 2023).

However, two gaps in the field demand attention. On the one hand, the voice of educators is 
still underrepresented in research on AI developments (Zawacki-Richter et al., 2019). On the 
other hand, information on the impact of AI on students and teachers as individuals is still not 
in the same proportion as research on its use in educational practices (Lameras & Arnab, 2022; 
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Zhai et al., 2021). These contrasts raise the need to research the impacts in terms of benefits, 
risks, and opportunities of AI for students and teachers. The impact of AI on educational actors 
can be inferred from the literature on the impact of AI on automation, on the collaboration and 
intervention of AI systems in education, and on the teaching-learning practices, scenarios, and 
methodologies.

Another angle on this topic is the disparity of visions regarding AI and its impact on life itself 
and on the ways of being and relating to the point of questioning the human and its nature and 
condition (Barrios-Tao et al., 2020). These perspectives move between advocates and detractors 
or technophobes and technophiles; “digital utopians” and “technoskeptics” (Tegmark, 2017, 
p. 36); enthusiasts of its advances and those fearful of its results (Pérez et al., 2017); utopian 
dreamers about its processes and dystopian pessimists about its achievements (Martorell-Campos 
& Alonso-Puelles, 2019); “constructive” interactions to improve environments and “destructive” 
interactions due to its consequences (Toboso-Martín & Aparicio-Payá, 2019); beneficial advances 
and potential risks (Sichman, 2021).

In the face of these views, it is necessary to weigh benefits and challenges (UNESCO, 2020), 
seize opportunities, address its challenges (European Commission [EC], 2020), “and influence 
the conversation about how to build beneficial AI” (Tegmark, 2017, p. 48). Moreover, it is 
fundamental to interpret the challenges, risks, and opportunities of AI for the main educational 
actors (students and teachers) to provide a comprehensive perspective and contribute to the 
construction of educational policies and strategies that guarantee its benefits and mitigate its 
negative impacts (Pérez et al., 2017).

Theoretical references: artificial intelligence and educational 
actors

Advancements in AI dynamize its various concepts and classifications. From a multidisciplinary 
set of computer, social, and human sciences (Stone, 2016; Zawacki-Richter et al., 2019), AI, 
which was a field oriented to emulating human faculties in artificial systems (Benítez et al., 
2014) or an activity to create intelligent machines predictive of their environment (Stone, 2016), 
shifted to the plural concept of AIs that combines technologies, data, algorithms, and computing. 
The results are systems that act in the physical or digital dimensions, perceive their environment 
through data, interpret them, and make decisions in accordance with their objectives (EC, 2020) 
and the criteria established with certain ethical and contextual values (EC, 2018; Monasterio-
Astobiza, 2017; Hill, 2016).
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The typification of “narrow”, “general”, and “super” AI (Baker & Smith, 2019; Kaplan & 
Haenlein, 2019) or “weak” and “strong” AI (Zawacki-Richter et al., 2019; Navas, 2016) lies in its 
ability to emulate human actions. These “super” or “strong” AIs autonomously face philosophical 
challenges related to reason and consciousness and incorporate aspects of sensitivity or emotionality 
(Colmenarejo-Fernandez, 2018): analytical AI with cognitive intelligence characteristics; 
emotional AI inspired by humans; humanized AI with an addition of social intelligence (Kaplan 
& Haenlein, 2019).

Concerning the actors involved in the educational process, its consideration has been extended 
to include the social, family, and institutional domains in addition to the student and the teacher. 
Institutions, social groups, families, directors, and education officers play a role and influence 
teaching-learning practices. Particularly, the multiple definitions of teachers are energized 
by several factors, but they agree that their work goes beyond the practices and relationships 
located in a classroom environment. In this sense, it is proposed that accompanying, motivating, 
empowering, or involving students in their affective, cognitive, and behavioral learning process 
through knowledge, practices, and values, determines the identity of the human teacher (Kim et 
al., 2020). The article limits the educational actors to students and teachers, but it is open to new 
subjects configured in AI systems with student or teacher roles.

The development of AI in education has evolved from instruments or devices for automation 
to collaborative systems that accompany educational practices and has now reached the point of 
social robots. These strong AI systems pretend to be subjects, new educational actors with the 
ability to know, learn, analyze, adapt, and make decisions like human beings, posing challenges 
to the roles of students and teachers (Xu & Ouyang, 2022). The basic aspect of the configuration 
of these “c-instructors” or new teachers (teacherbot) is the communication that mimics human 
dialogue through Spoken Dialogue Systems (SDS) and allows them to instruct and interact with 
students (Edwards et al., 2018).

Edwards et al. (2018) have determined factors that contribute to the suitability of these 
teacherbots in terms of the configuration of their communicative process: psychological 
connection or closeness, appropriate mood, clarity of information, recognized accents and high 
tones, possibility of feedback, and learning environment, among others. In this sense, both the 
appearance and the behavior of the robot influence the learning outcomes (Belpaeme, 2018).

Research such as that of Kim et al. (2020) has defined and classified these types of systems 
(teacherbot, machine teacher) as: “a technology that plays a meaningful role during an interaction 
with humans in helping them engage in affective, cognitive, and behavioral learning through 
various ways” (p. 1904). In terms of forms or types, there are virtual agents (assistants, chatbots), 
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social robots, and telepresence robots, which can be physically embodied agents (made of 
materials such as metal or plastic) or disembodied agents with no visible or physical instance 
(interfaces or software).

Depending on their configuration, these machines mobilize their progress to assume roles 
as teachers, assistants, tutors, peers, or learners of students (Chen et al., 2020; Sharkey, 2016). 
Likewise, it has been evidenced that the response and treatment of humans to these types of 
machines are similar to the social ways in which humans relate to each other. In this sense, 
the way one interacts with human teachers influences the expectations and the development of 
attitudes toward the machine teacher (Kim et al., 2022).

Methodology

The article is designed with the steps of the PRISMA model (Page et al., 2021): identification, 
screening (or filtering), eligibility, and inclusion (González de Dios et al., 2011). In the first stage, 
articles (N = 539) were identified by using the descriptors in Spanish, English, and Portuguese 
(“artificial intelligence”, “education”, “teachers”, “students”, “robots”) in their various 
combinations, according to the interfaces of the databases (Science Direct, Scopus, EBSCO, 
SciELO) and with the time frame 2015-2023.

Next, the screening step applied the criterion of type of document: research article, statement 
or report from international entities, universities or institutions, book by relevant authors, doctoral 
dissertations with the exclusion of texts that did not correspond to the above: gray material, 
bachelor’s and master’s degree works (excluded n = 256). As a result, the first partial selection 
of articles was made (N = 283). Subsequently, there was a selection of texts applying a new 
criterion: accessibility (excluded n = 88). This second partial selection resulted in a new number 
of eligible articles (N = 195).

Finally, in the inclusion phase, the selected texts were placed in a collection matrix (title, 
location, abstract, keywords, main findings) and their relevance to the objective of the article was 
considered with the aim of establishing the challenges, risks, and opportunities of AI for students 
and teachers (excluded n = 79). Due to their relevance, some texts outside the time frame were 
included. The final texts chosen for further interpretation were N = 116 texts. The steps performed 
are presented in the following diagram:
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Figure 1. Flow chart according to PRISMA
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The methodology for interpreting the texts was analogical hermeneutics (Beuchot, 2016) because 
of its relevance for understanding texts and social phenomena that move between interpretative 
extremes, detractors and defenders, as in the case of AI and its impact on teachers and students. 
Analogical hermeneutics focuses on analogy (balanced or phronetic vision) when two extreme 
positions are confronted: “univocity” and “equivocity”, and it is structured in syntactic, semantic, 
and pragmatic phases (Beuchot, 2016).

The syntactic phase was conducted between the “univocal” (U) reduction that considers the 
benefits and the “equivocal” (E) amplitude on the risks regarding the impact of AI on educational 
actors. It was structured in an analysis matrix using the emerging categories in the texts included: 
identity (i), integral development (d), interrelationships (r), functions (f), and new actors (n). 
Next, in the semantic phase, “univocal” (U 1-5) and “equivocal” (E 1-5) conceptions of the five 
topics included in the categories were analyzed. Finally, in the pragmatic phase, the analogies (A 
1-5) or phronesis between the univocal and the equivocal of the five topics were established.
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Table 1

Interpretation matrix structure

Topics Analogies (A) Univocity (U) Equivocity (E)
1. Identity (i) AI and identity of educational actors. autonomy manipulation
2. Integral development (d) AI and integral development of educational actors. skills superficiality
3. Interrelationships (i) AI and relationships between educational actors. new presences fictitious links
4. Functions (f) AI and the functions of educational actors. collaboration automation
5. New actors (n) AI and new “educational actors.” Collaborative robots teacherbot

Results

Artificial intelligence (AI) and identity (A-i): between autonomy 
(U-i) and manipulation (E-i)

The first utopian perspectives (U) are based on the potential of AI platforms to contribute to the 
educational equity and inclusion of students through access to information and knowledge (Pedró, 
2019; Stewart, 2018). These systems reinforce autonomy, decision making, capacity for choice, 
responsibility (U-i) (Telefónica, 2018; EC, 2018), and critical, computational, and systemic 
thinking skills, which contribute to the development of the identity of educational actors (Van 
den Berg & Du Plessis, 2023 Benvenuti et al., 2023; Martín-Núñez et al., 2023; Organisation for 
Economic Co-operation and Development, 2020; Yadav et al., 2016).

However, there are risks to identity: quantification, manipulation and governance (E-i). From 
quantification, through the link between big data and algorithms comes the labeling, manipulation, 
exploitation, governance, and loss of identity of the educational actors. The first moment is 
variously called: bibliometrics of the self (Lim, 2021), dataism (Han, 2014), digitization (Lupton 
et al., 2018; Moore & Robinson, 2016), quantification (Lupton, 2016), datification (Cheney-
Lippold, 2017), metric culture or metrics of power (Feldman & Sandoval, 2018). In all cases, 
data including cognitive and socio-emotional processes is collected, used, and stored, with the 
risk of categorizing and profiling people to the point of biasing their data through algorithms 
(UNESCO, 2020) to exercise soft governance; subjectivities are turned into capital and subjected 
to control through their behavior (Saura & Bolívar, 2019).
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In this dynamic, biopower, once contextualized in the industrial society as a disciplinary 
form of capitalism associated with the biological and the bodily and enforced through norms, 
prohibitions, and devices (Galparsoro & Pérez-Pérez, 2018), shifts to the realm of the psyche. 
There, it operates as a strategy of neoliberal power, accessing internal needs through new 
instruments of governance: motivation and competition (Han, 2014). This psychopolitics exerts 
its power through immaterial forms of production; big data reaches, enlightens, and exploits the 
depth of the psyche.

The configurations increase productivity with the optimization of psychic processes, in which 
the subjects exploit themselves voluntarily under the conviction of supposed freedom. The 
efficiency of this self-exploitation lies in the seduction, dependence, open expression, happiness, 
and supposed freedom in which it is performed (Galparsoro & Pérez-Pérez, 2018; Han, 2014).

Data analytics, applied to learning, can label students, intervene in their freedom, turn them 
into users with a certain profile (Wolf, 2015), and reproduce their lives with fidelity or not 
(Galparsoro, 2017). These statistical configurations blind the human and mark an apocalyptic 
horizon. "Big data announces the end of the person and free will" (Han, 2014, p. 26). In this sense, 
the EC (2018) warns about profiles configured for purposes different from their original context, 
unknown to the individuals themselves, and, possibly, inaccurate, incomplete, and detrimental 
to their identity. Moreover, the boundaries between automated decisions and human decisions 
resulting from reflection are blurred. Automated decisions are the result of rules and instructions 
calculated by third parties (Popenici & Kerr, 2017), with the consequent dangers to autonomy, 
freedom, and the possibility of creating, configuring aspirations, and projecting the future (Wolf, 
2015).

In terms of psychopower strategies, algorithms configured with massive patterns that influence 
the negative or positive spheres of emotions are used (Lanier, 2018). They have values and 
representations oriented to modify behaviors and make unconscious decisions, to the point 
of representing an “unleashed intelligence” to replace teachers (Prinsloo, 2017), without the 
possibility of arguing and establishing value judgments based on reflections and real information 
(Cotino-Hueso, 2017).

On the contrary, there are social epistemic phenomena (epistemic bubbles and echo chambers) 
configured with post-truth practices in social networks (EC, 2018). Nguyen (2020) states that these 
echo chambers make exposure or argumentation impossible because they exclude and discredit 
dissonant perspectives. While on Facebook there is evidence of increasing ideological positions 
and their exposure to political material different from their stance (Flaxman et al., 2016), content 
suggestions flood Google’s biased filters and YouTube’s automated bubbles (O’Callaghan et al., 
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2015). At the individual level, Cardon (2018) highlights the way algorithms lock people "in the 
bubble of their own choices, fold their fate into the funnel of the probable, and feed the precision 
of the selection of a disproportionate capture of personal information" (p. 24).

The result is a “techno” or “cyberperson,” whose identity, relationships, functions, and 
interactions are produced and developed thanks to some socially consolidated technological 
system (Echeverría, 2016) or a “zoon elektronikon”. This system is timeless and relationships 
are mediated by devices. There, the person’s thumbs are protagonists and their habitat is the 
“electronic polis” (Huici-Urmeneta & Davila-Legerén, 2016). The Internet is where people exist, 
their new mask is digital, and their identity is a diverse and dynamic profile marked with their 
smartphone number and passwords. This is where the hikikomori phenomenon would be located, 
which is characterized by social isolation and finding refuge in technological devices; the only 
means of virtual relationship with the social world (De La Calle & Muñoz, 2018; Sánchez-Rojo, 
2017).

These “phantasmagoric entities” with fallacious identities, reviews, friendships, followers, and 
publications challenge professional profiles, the monitoring of learning, and civic education due 
to stimuli, social pressure, behavior modification (Lanier, 2018), and coercion towards an “ideal 
ego” founded on a self-subjectification, whose status is defined by the “external quantified gaze” 
(Saura & Bolívar, 2019, p. 22) and by the number of “Like” tags, the new “digital amen” (Han, 
2014). Thus, masses of profiles, solitudes, users, and individuals objectified and stimulated to 
consume are created (Cardon, 2018). The functional response to the demand of the devices is 
what remains of the individual. The notions of individual, identity, freedom, culture, and soul are 
decentralized (Marín-Casanova, 2018).

The balanced perspective (F-i) suggests horizons of trust in AI based on the guarantee of 
security and the preservation of human rights. This preservation should be addressed by those 
involved in the development of AI (Organization for Economic Cooperation and Development 
[OECD], 2020) through human supervision: validation, monitoring, intervention, restriction, 
real-time deactivation of systems (EC, 2020), and the adoption of policies to preserve the 
identity, transparency, and security of the rights over collected data (UNESCO, 2020). A balance 
between the actions entrusted to the AI and those reserved to individuals is possible, allowing the 
strengthening of their freedom and autonomy (Floridi et al., 2018).

The Montréal Declaration (2018) highlights the care and protection of identity, privacy of 
thoughts and emotions, and control of preferences. Additionally, it emphasizes the protection 
of sociocultural diversity, the possibility of choosing one’s lifestyle and personal experiences in 
favor of identity, and the possibility of fulfilling one’s moral choices within the framework of 
one’s personal conception and meaning of life.
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Artificial intelligence (AI) and integral development (A-d): 
between new skills (U-d) and superficiality (E-d)

The utopian perspectives (U) of the second topic are based on the possibility of greater inclusion of 
students in comprehensive education processes, better computational skills, and the customization 
of learning when using AI systems (U-d). In this sense, the Internet, digital platforms, and access 
to AI systems would enable more information and the empowerment of people (Lanier, 2018). 
Moreover, it can also improve the design of learning practices and decision making by providing 
customized and automated content with personalized support and tasks, and individualized 
assessments and feedback (Marzal, 2023; Vashista et al., 2023; Lameras & Arnab, 2022).

In the same vein, the initial training of teachers could be strengthened with support and training 
on AI systems to develop skills that allow them to design their own educational resources (Ayuso-
Del Puerto & Gutiérrez-Esteban, 2022). Educational practices with AI systems can strengthen the 
teachers’ development of competencies and skills and improve lifelong and personalized learning 
(Benvenuti et al., 2023).

The new scenarios of AR (physical spaces enhanced by images and sounds) (Marzal, 2023; 
Munnerley et al., 2014), and MR (coexistence of digital and physical objects) (Adams et al., 
2018) benefit the creation, flexibility, and multidisciplinarity of the learning practices (Lobo, 
2018). Additionally, they enhance the adaptation to specific circumstances and different learning 
styles and incorporate multiple intelligences. This also motivates students to create virtual 
worlds, rather than simply consume them, to incorporate, interact with, and evaluate their own 
experiences (Craig & Georgieva, 2018).

Personalized learning systems can also accompany students in their learning rhythms and 
indicate moments to intervene in their educational process (Xu & Ouyang, 2022; Hwang et al., 2020; 
Hoffait & Schyns, 2017). They monitor their progress, provide feedback on their development, 
contribute to problem solving and academic decision making (Hwang et al., 2020; Nguyen et 
al., 2018; Long et al., 2015; Nye 2015), predict permanence or dropout, and guide professional 
decisions (Hussain et al., 2018; Rovira et al., 2017). Similarly, the analysis of learning processes 
improves teaching and learning by critically evaluating data, generating patterns about the 
students’ habits, predicting their responses to help them make decisions, tracking their individual 
progress, and marking their learning paths (Pedró, 2019; Adams et al., 2018).

Interaction with AI systems has the potential to expand human intelligence (Floridi et al., 
2018) and improve computational thinking, which is oriented toward abstraction, automation, 
and problem solving through algorithms (Celik, 2023; Benvenuti et al., 2023; Martín-Núñez et 
al., 2023; Yadav et al., 2016), moving beyond data literacy and computational techniques toward 
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analytical skills, interaction, reasoning, and understanding of natural and artificial systems. 
Moreover, learning environments based on digital games (Serious Games) strengthen motivation, 
effort, persistence, socio-emotional intelligence, student engagement, problem solving, and 
metacognition (Marzal, 2023; Ortiz-Colon et al., 2018).

In contrast, dystopian positions (E-d) propose greater exclusion and inequity due to the digital 
divide between those who can or cannot access systems to improve their professional skills, 
build knowledge, and strengthen their learning and research (Lameras & Arnab, 2022; Pedró, 
2019). Without connectivity to access devices due to factors such as electrical availability, data 
costs, language barrier, and lack of infrastructure, among others, new outcasts are configured 
(Cotino-Hueso, 2017; Nye, 2015). Moreover, there is a risk of discrimination by configuring 
data with "the implicit and unconscious biases of its human creators" (Stewart, 2018, p. 23), 
harassment and racist practices (Craig & Georgieva, 2018), and stereotypes and biases toward 
certain dominant groups (EC, 2018). The systems that interact with students may be biased based 
on certain configured skills and performances and could use personalized data that risk their 
privacy and security (Lameras & Arnab, 2022).

Furthermore, the hyper-information of systems, different from knowledge, poses a risk 
to learning due to the information fatigue syndrome, which paralyzes the analytical capacity 
and contributes to the atrophy of thinking (Han 2014), since logical reasoning processes are 
avoided in favor of calculation or quantification procedures. The language of wisdom based on 
silence and reflection is disturbed and vanishes in the chaotic noise of “hyper” information and 
communication. Information is accumulated, not knowledge or truth; uninformed masses are 
created, not critical masses (Galparsoro, 2017).

Additionally, creativity is interfered with, redefined, and diluted (Venancio-Júnior, 2019), and 
the hands become atrophied since they are underutilized due to the overuse of the thumbs when 
handling smartphones (Han, 2014; Galparsoro & Pérez-Pérez, 2018). In short, a “semi-training” 
(halbbildung) of educational actors is made possible and emerges from the connection between 
AI, instrumental rationality, and learning (Arruda-Campos & Nabuco-Lastória 2020).

From quantified and governed educational actors, there is a move toward actors that are 
superficial, do not have critical thinking, and are pressured to compete and generate profitable 
academic products to respond to rankings manipulated by algorithms (Lupton et al., 2018; 
Feldman & Sandoval, 2018). Therefore, comprehensive education is undermined by quantifiable 
and economically exploitable results and competencies (Zovko & Dillon, 2018). Moreover, 
critical and creative thinking and linguistic and logical-mathematical intelligence are affected by 
the indiscriminate use of social applications (Castillejos-López, 2022).
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The analogical interpretation (A-d) draws the balance of contributing to the comprehensive 
development of educational actors depending on the extension of the systems available in a 
society, but with guarantees of access and responsibility in its configuration to preserve freedom 
and equal opportunities (Toboso-Martín & Aparicio-Payá, 2019). In this regard, the Montréal 
Declaration (2018) sees an opportunity to strengthen an equitable society through the guarantee 
of access to tools, resources, and knowledge, which allows for combating dominant relationships 
among people.

Regarding the governed “zombie” users, who are at the same time intelligent, genius, lucid, 
and creative (Espinosa, 2018), they have the opportunity to increase their social capabilities with 
the responsibility and preservation of human control over the systems and consider them as tools 
to support teaching-learning practices, which avoids replacing the skills and the development of 
critical thinking of educational actors (Van den Berg & Du Plessis, 2023). Finally, the Crawford 
et al. (2019) report calls on AI systems developers to combat racism, homophobia, and misogyny, 
and to guarantee the individual rights of minorities.

Artificial intelligence (AI) and relationships (A-r): between new 
presences (U-r) and fictitious links (E-r)

Interpersonal relationships (r) are reshaped by algorithmic configurations with the gradual loss 
of individual control (Prinsloo, 2017). Utopian perspectives suggest that there are benefits (U-r) 
from the new forms of presence, which are enabled by 5G networks and advanced sensors (WEF, 
2019) such as augmented and mixed reality. These environments involve educational actors and 
contribute to strengthening their interaction, cooperation, and collaboration in learning processes, 
as well as to the expansion of the classroom and school time (Craig & Georgieva, 2018; Roll & 
Wylie, 2016).

Dystopian perspectives point out risks (E-r): conflict and rupture in the interaction between 
teachers and students when their identities are altered in these systems. The creation of masks 
and profiles transforms interpersonal relations through massified and fictitious connections that 
are governed by different rules than the bonds between physical persons (Echeverría, 2016), 
jeopardizing the real bonds necessary to monitor educational practices. Furthermore, biometric 
practices induce impersonal educational relationships characterized by economic values, 
competitiveness, profit, and mercantilist interests (Marín-Casanova, 2018), and are algorithmically 
configured by voluntary exploitation and competition generated by the subjects themselves (Han, 
2014). Likewise, the deterioration of relationships is influenced by automation, loss of autonomy, 
behavioral manipulation and modification, addictions, hypnosis, and direct or indirect imposition 
of particular lifestyles (Declaration of Montréal, 2018; Lanier, 2018).
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The power of some systems to hijack the senses, stereotype based on race or gender, orient 
toward false realities, and promote escapism, violence, and consumption, pose other risks (Craig 
& Georgieva, 2018). Hyperinformation, the opacity of truth, and the physical distance between 
people blur trust (Galparsoro, 2017). In addition, given that these systems are moving towards 
societies without spaces to develop common experiences (Marín-Casanova, 2018), educational 
practices that require interaction and collaboration to build knowledge are at risk.

The analogy (A-r) is posed as the balance between strengthening personal and academic 
relationships by taking advantage of the mixed and augmented realities of AI, without allowing 
their blurring and forgetting that human beings interact there, not masked digital profiles. The 
analogy therefore questions the horizon of use and relationships in these environments: Will they 
be used for social good, to foster empathy, and as a powerful new medium for learning? (Craig 
& Georgieva, 2018).

Artificial intelligence (AI) and functions (A-f): between 
collaboration (U-f) and automation (E-f)

Operational and formative functions (f) receive contributions from machine learning to predict 
and make decisions through massive data analysis and natural language processing. Moreover, 
research and learning benefit (U-f) when educational actors are relieved of automatable tasks and 
administrative burdens, (Lameras & Arnab, 2022; Xu & Ouyang, 2022; Guan et al., 2020; Adams 
et al., 2018) which allows them to focus on the teaching-learning process and develop skills 
that help them thrive in globally competitive economies (Popenici & Kerr, 2017) with improved 
teacher effectiveness in the educational process (Al Darayseh, 2023).

García-Vélez (2019) points out the benefits for institutional educational management 
(optimization of information use, queries, analysis, activity scheduling, resource management, 
decision making, information integration, interconnection of repositories, big data analysis, 
information input to turn it into knowledge) and for supporting learning (modeling of academic 
knowledge, intelligent tutoring systems, prediction of academic performance, conformation of 
collaborative work groups and games as learning support).

Lemaignan et al. (2017) highlight individual and collaborative robot-human cognitive skills, 
such as geometric reasoning (combination among the spatial, symbolic, and geometric domains); 
situation assessment; acquisition and representation of knowledge models for multiple agents; 
situated, natural, and multimodal dialogue; human-aware task planning; and human-robot 
joint task achievement. In this sense, Bialik and Fadel (2018) identify areas in which machines 
outperform humans, (repetitive and predictive tasks, classification of numerous data, decision 
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making based on concrete rules) and others in which humans outperform systems (experiencing 
emotions, building relationships, formulating questions and explanations, deciding on resource 
use in different dimensions, using and communicating products and results, making decisions 
about abstract values).

The use of student data (data mining) about their educational process for the configuration of 
AI systems by using techniques such as Random Forest, Decision Trees, Naïve Bayes, Support 
Vector Machines, K-Nearest Neighbor, Logistic Regression, among others, allows predicting 
academic performance through variables such as family and socioeconomic factors and habits, in 
order to deploy accompanying actions (Gil-Vera & Quintero-López, 2021; Castrillón et al., 2020). 
It also predicts the risk and success of students in their academic performance and their chances 
of permanence or dropout (Alves-Bitencourt et al., 2022; Lottering et al., 2020; Wakelam et al., 
2020; Beaulac & Rosenthal, 2019), which allows agile decisions to be made and strengthens 
student retention (García-Peña et al., 2020; Guan et al., 2020; Gray & Perkins, 2019; Burgos et 
al., 2018).

In contrast, the risks (E-f) challenge the formative configurations of systems and human 
teachers: interpreting robot-human interaction, control strategies, natural and multimodal 
communications, mental models, modeling of human cognition, acquisition, representation and 
manipulation of knowledge, the passage from knowledge to decision making (Lemaignan et al., 
2017). Changing the role of teachers, who are now learning motivators or classroom facilitators, 
or replacing them with cost-effective AI solutions would reduce education to a teaching-learning 
activity, neglecting the pillars of being and living together (Zawacki-Richter et al., 2019).

On the contrary, delegating functions to robots blurs individual responsibility: Who is responsible 
when human rights are infringed because of algorithmic decisions? Who programmed, operated, 
or implemented the decision? (EC, 2018). Al Darayseh’s (2023) research presented findings on 
the risks of teacher behavior and attitudes due to stress and anxiety caused by the use of AI in 
some educational practices.

The analogy (A-f) balances the opportunities of automation with the operational functions 
delegated and delimited to machines and the collaborative interaction and personalized 
accompaniment in research and learning processes by human teachers (Adams et al., 2018). The 
latter have the opportunity to strengthen their imagination, creativity, and innovation, skills that 
cannot be replicated by machines (Benvenuti et al., 2023; Aoun, 2017; Popenici & Kerr, 2017), 
and students can choose non-automatable professions in the near future (Tegmark, 2017).

The functions delegated to robots imply rethinking the roles and responsibilities of teachers and 
students and implementing new pedagogical models for mixed and augmented environments; the 
new learning laboratories (Adams et al., 2018). Balance would mean that a cognitive robot shares 
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space and tasks with humans and preserves and cares for the roles of both machines and humans, 
who must ensure their care and not transfer their control or delegate human judgment in high-
value decisions (Russell et al., 2015). In summary, teachers should be regulators or catalysts of the 
use of AI by establishing designs, dynamics, and sequences of teaching-learning processes when 
they are incorporated into educational practices (Lameras & Arnab, 2022), as well as regulating 
the reliance on systems and applications for classroom activities (Xu & Ouyang, 2022).

Artificial intelligence (AI) and new “actors” (A-n): From 
collaborative robots (U-n) to teacherbots (E-n)

The last topic moves from collaborative systems for learning to new subjects or actors, social 
robots with the pretension of replacing teachers: teacherbots (n). The utopian claim (U-n) 
begins with systems or applications that collaborate with the learning process (Cerny, 2023) and 
strengthen the development of students’ skills in STEM fields (Restrepo-Echeverri et al., 2022). It 
continues with systems configured to learn from experience and outperform human performance 
on cognitive tasks (Russell et al., 2015), and it is followed by others that simulate natural language 
and recognize and mimic emotions (Chen at al., 2022; Wei & Zhao, 2019; Imani & Montazer, 
2019). There are now avatars that simulate teacher behavior (Pedró, 2019), and we have reached a 
human-machine symbiosis with robots that develop mutual learning (Walsh et al., 2017), provide 
personalized instruction, and monitor and support students’ academic performance (Edwards et 
al., 2018).

Some utopian views on the use of conversational agents or chatbots point to their potential 
to provide immediate support by answering questions, offering explanations, and providing 
additional resources, as well as saving time and helping to strengthen the teachers’ pedagogical 
strategies such as motivation, achievement, and personalized learning (Labadze et al., 2023; 
Iku-Silan, Hwang, & Chen, 2023). Particularly, initial results on ChatGPT suggest that it could 
support teaching-learning practices, plan lessons, prepare assessments on problem solving, 
provide specific materials, support the writing process, and strengthen case analysis (Tirado-
Olivares et al., 2023; Barrett, A. & Pack, 2023; Duong et al., 2023). Moreover, the responsible 
interaction with this generative AI could strengthen the critical thinking of the educational actors 
regarding the products generated by the chatbot (Chauncey & McKenna, 2023; Van den Berg & 
Du Plessis, 2023).

Other rational agents having the ability to perceive and act on their environment guide, 
motivate, and engage students in their learning pathways. Additionally, they help with abstract 
or complex topics (Zawacki-Richter et al., 2019), model pedagogical strategies (Baker & Smith, 
2019), and provide personalized learning, support, and stimulating experiences in the cognitive 
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processes (Xu & Ouyang, 2022). Some robots recognize emotions from physiological data, facial 
expressions, and texts, which allows them to understand the emotions and cognition of the student 
and provide affective intervention, motivation, and support in the cognitive process (Chen et al., 
2022).

Regarding the students’ relationship with themselves and their peers, some AI systems could act 
as learners, with students acting as the system’s instructors, which would enable the consolidation 
of the students’ learning outcomes (Chen et al., 2020). Other robots could be configured as 
student peers, providing cognitive interaction, stimulation, and emotional support when learning 
difficulties arise (Xu & Ouyang, 2022).

Meanwhile, teacherbot refers to complex algorithmic interfaces arranged to provide tailored 
and supervised content, assume roles of assistants in tasks of organizing information, responding 
to requirements, and facilitating, managing, and evaluating student learning (Popenici & Kerr, 
2017; Bayne, 2015). Their configurations allow them to recognize voices, faces, and emotions; 
interpret speech patterns and gestures; respond to complex verbal cues; and adapt to people’s 
needs by learning from their feedback, rewards, and criticisms (Chen at al., 2022; Wei & Zhao, 
2019; Imani & Montazer, 2019).

Some research evidences benefits such as the tutoring system (Huang & Chen, 2016), which 
strengthens constructive student learning based on Web-based research or the cooperative human-
machine symbiosis system of Walsh et al. (2017) of mutual learning in an environment adapted 
to the cognitive and affective domains of the human learner with the mediation of devices, books, 
and interaction in diverse realities. Popenici and Kerr (2017) consider that the human-machine 
interface has the potential to change how information is accessed and memorized for the creation 
of learning, having as future vision cyborgs that enhance human memory and cognition.

The systematic review by Hou et al. (2023) addresses the influence of educational robots in 
enhancing the students’ creativity, in terms of developing practical and innovative skills and 
teaching through the creation of prototypes.

As for students in isolation, confinement, and even special learning situations, social robots 
can interact with them and integrate them into the physical classroom environment, allowing 
them to interact with educational communities (Kim et al., 2020), achieve positive outcomes 
for the development of their cognitive and affective skills, and facilitate their learning process 
(Belpaeme et al., 2018).

In contrast, dystopian perspectives (E-n) are based on robot-human interaction scales that 
begin with human dominance over systems and end with the risk of annulling the human actor: 
human-in-the-loop, robots select targets and act after human order; human-on-the-loop, robots act, 
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but with human dependence and supervision; human-out-of-the-loop, robots act independently 
and autonomously (Prinsloo, 2017). Thus, there is a shift from assistance and collaboration to 
reconfiguration and replacement of the human (Barrios-Tao et al., 2020).

As for chatbots, concerns are raised about their reliability and accuracy (Labadze, Grigolia, & 
Machaidze, 2023). Notably, initial research on the development of ChatGPT 3-4 and its chances 
of passing tests in medicine, law, and engineering (Koh et al., 2023) indicated risks such as the 
possibility of compromising the integrity of the data it was trained with, generating imprecise, 
inaccurate, and biased information. Moreover, it would undermine critical development, 
creativity, academic integrity, and copyright (Van den Berg & Du Plessis, 2023; Tirado-Olivares 
et al., 2023; Zamir, Afzal, & Sultana, 2023; Saraiva Rodrigues & Santos Rodrigues, 2023). In 
addition, the chatbot can contribute to misinformation by using incorrect content and presenting 
it as convincing and credible, and it would be difficult to know the underlying sources it used. 
Hallucinations could also occur in this generative AI (Chauncey & McKenna, 2023).

These social robots pose risks for inclusion and socio-emotional factors in educational practices 
(UNESCO, 2020; The World Economic Forum [WEF], 2016; Pedró, 2019) and mental health 
when the teacher is replaced by a robot-human interaction. Risks include sociological, physical, 
and psychological consequences for human health and integrity, as well as threats to individual 
autonomy and responsibility, and to social interaction, which is delegated to supposedly human 
characteristics attributed to the systems. It would not be enough to seek solutions in legal aspects 
such as granting “personality” to these systems, with arguments of human characteristics, in 
order to protect developer corporations and the engineers that configure the systems (Keating & 
Nourbakhsh, 2018).

Similarly, there are risks to student privacy when emotional data is collected and used to 
customize the learning processes with this information (Chen et al., 2022; Lameras & Arnab, 
2022). Other risks are the possibility of developing an attachment to the configuration of a device, 
the deception of certain fictitious functions such as the understanding and caring of a system, the 
inappropriate control of the system that may induce decisions about a student’s behavior, and the 
loss of human contact when the companionship of the device is preferred, affecting the student’s 
social development (Sharkey, 2016).

The risk factors in the student-teacherbot interaction are determined, first, by the so-called 
“anthropocentric expectation of communication”, born from the fact that people need natural 
peers to communicate. In this sense, there could be a level of uncertainty in students to the extent 
that communicative emulation is more effective and is developed in learning contexts (Edwards et 
al., 2018, p. 475). Second, the risk factors are also determined by the “psychological closeness”, 
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which is established by the effectiveness of the verbal or non-verbal communication that would 
induce closeness, connection, or distancing between robot and student, with the consequent 
establishment of the credibility or not of the learner (Edwards et al., 2018, p. 476).

The last analogy (A-n) arises from the mutual reconfiguration between humanism and 
technologies (Barrios-Tao et al., 2020), which makes it possible to improve human skills and 
equitable configurations for sustainability and inclusive social development (UNESCO, 2020). 
In all cases, humans are needed to control, monitor, and ensure the quality of the data through 
which the robots that interact with educational actors are configured (Van den Berg & Du Plessis, 
2023).

Another perspective of the analogy aims to strengthen the educational practices with AI systems 
and the irreplaceable replacement of the teacher and their presence and interaction (Bayne, 2015). 
It also seeks to recognize the teachers’ ability to adapt to the students’ state, motivate them, 
and involve them in the educational practice. This work could be enhanced by AI systems to 
redesign interdisciplinary learning tools, collaborate with learning tasks (Walsh et al., 2017), and 
strengthen the interpersonal, emotional, ethical, aesthetic, reality understanding, and leadership 
competencies of teachers, which are irreplaceable in the relationships among educational actors 
(Parreira et al., 2021). In short, it is about overcoming the vision of AI as an “enemy” and finding 
ways to work with it to improve learning outcomes and transform teaching and the relationships 
and learning experiences between AI, teachers, and students (Koh et al., 2023).

Discussion

The first aspect of discussion is a call for mutual trust between creators, AI systems designers, 
and those who use them in educational contexts. An integration between educators, institutions, 
and AI systems developers is proposed (Vashista et al., 2023). All of those involved should focus 
on one goal: the integral training of educational actors. Programming a friendly AI based on the 
understanding of the meaning of life and its ethical imperative (Tegmark, 2017) would generate 
trust, a prerequisite for adopting AI in the spheres of life (EC, 2020).

This trust implies wisdom and understanding of how both humans and robotics work in terms 
of ethics and language (Holmes et al., 2022). It is necessary to integrate the systems into an 
“ecosystem of trust,” where they meet the standards of protection of fundamental rights and 
those of consumers, and are human-centered (EC, 2020, p. 3). Moreover, the systems would have 
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ethical guidelines embodied in values and principles such as benefits for the people and the planet, 
sustainable development and well-being, transparency and responsible disclosure, safe operation 
throughout their life cycles, and assessment and management of potential risks (OECD, 2019).

Trust should create awareness and strengthen critical education to avoid the tyranny that would 
seek to homogenize or standardize the world and prevent what Virilio (1996/1999) determines as 
possible accidents of the technological failures. Furthermore, it should be recognized that quality 
and educational results are not achieved only by the implementation of advanced AI systems and 
that the complexity of the human, pedagogical, social, and cultural dimensions of the educational 
process must be considered.

A second point of discussion is to associate the benefits of AI with integral development and 
strengthening of the interactions of educational actors. Students and teachers should be beneficiaries 
of the updating and flexibilization of educational systems through AI and the possibilities they 
offer for fostering lifelong learning and critical and creative thinking. Moreover, educational 
actors should be involved in discussions about these systems; “it would be more helpful to ensure 
more critical engagement in public debates about algorithms than to attempt to change them” 
(CE, 2018, p. 37).

The third aspect concerns the humanization of educational actors who read, create, imagine, 
seek to understand, and listen to the echo about the potential of these systems in the framework 
of everyday questions (Keating & Nourbakhsh, 2018). The significant impact of AI on humans 
and the process of co-construction or mutual configuration between AI and educational actors 
evidences the need to understand and focus systems on people and configure them towards that 
which humanizes, integrally improves life, and contributes to a more humane society (Yang et al., 
2021): solidarity, responsibility, equity, creativity (Telefónica, 2018).

The humanizing aspects must be strengthened. Communication, interpersonal and social 
relationships, philosophical thinking, and ethics should be revitalized through the physical 
presence of teachers, as opposed to immaterial and artificial systems (Vashista et al., 2023; Yang 
et al., 2021).

The inclusion of social robots or teacherbots merits a fourth point of discussion about these 
supposed replacements of human subjects, where the meaning of being a teacher should be 
rethought. Beyond imparting knowledge, being a teacher means interacting as a human in life, 
developing and enhancing the student’s learning, cultivating the love and desire to learn, and 
knowing and understanding their social realities, pedagogical routes, and own styles (Xu & 
Ouyang, 2022). In this sense, educational robots should be considered as complementary machines 
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to human actors, to avoid reducing education to automatic learning processes, and to consider that 
it demands the integral cultivation of the physical, intellectual, and emotional dimensions of the 
educational actors (Zovko & Dillon, 2018).

In short, trust and humanization converge in the integration of humans and AI. The positive 
or negative aspects of the unstoppable systems are no longer the question, but the understanding 
of their function and safety, their correct use towards a happy ending (Tegmark, 2017), with a 
clear sense of mutual construction and feedback between device and subject (Cardon, 2018). 
In educational ecosystems, human and artificial intelligence (humans and robots) should not 
be substitutes but complements. Their centrality should not be machines or data, but synergy, 
integration, mutual growth, cooperation, creativity, and empowerment. They should be oriented 
toward the integral training of the educational actors (Torcal, 2018; Aoun, 2017).

Moreover, this integration should foster the human and its potential, avoiding the “over”, 
“under”, or “misuse” of these developments (Floridi et al., 2018) and considering that technological 
developments contribute to well-being, but do not solve social problems by themselves (García-
Ramírez & Valle-Jiménez, 2020).

Conclusions

The balance of an analogical hermeneutic allows for addressing the risks, benefits, and opportunities 
of AI for students and teachers, from the research developed. However, the general perspectives 
on AI and education, and the research analyzed in the time frame (2015-2022) are oriented more 
toward the impact of AI on educational tasks and practices than on the teachers and students as 
human beings. This situation not only limits the research conducted, but also motivates the need 
to open new studies in educational contexts to continue establishing the impacts of new and 
accelerated advances (ChatGPT, the metaverse, among others) on the lives of educational actors.

The article aimed at strengthening the humanistic vision of education and the centrality of 
people, considering the impact of technological advances on the lives of students and teachers. 
The reflection on the AI systems considers technological, legal, and ethical aspects, among 
others, but should focus on their influence on people’s lives. It is necessary to strengthen trust, 
human centrality, and the sapiential integration of these systems into the practices and lives of 
educational actors. In this sense, the implications of the study for the educational systems and 
the developers, users, and trainers of AI seek to reflect on the integration of these technologies 
in their practices while favoring the sustainable human and social development of students and 
teachers (UNESCO, 2015).
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Beyond the results, some findings raise concerns. On the one hand, the scarce presence of 
educators in this conversation, since they would highlight opportunities and risks for the 
pedagogical practices and, above all, provide clarity about these systems and their influence on 
human attitudes, which is the center and purpose of education (Belda-Medina & Kokošková, 
2023; Zawacki-Richter et al., 2019). On the other hand, the lack of integrated research that 
brings together professional communities from different areas (engineering, technology, law, 
philosophy, ethics, bioethics, among others) and the lack of debates in which they can integrate 
the experiences and concerns of society, in general, is also worrying.

In addition, Latin American perspectives are still scarce, perhaps because these developments 
have been slow to reach these contexts, or because the factors of connectivity, structure, and 
access to equipment are still lacking. In all three cases, it is essential to acknowledge both Virilio’s 
(1996/1999) argument for increasing the number of active and critical perspectives to counter the 
tyranny of technoscience and Cardon’s (2018) call for opening pathways to engage with these 
new systems, explore their components, and uncover their underlying worldviews.

The research limitations are evident when compared to the extensive literature on advancements 
in AI within educational practices, particularly in engineering and technology fields. However, 
within the analyzed time frame, studies addressing the impact of AI on educational actors and 
research conducted by educators within their respective fields remain limited. Similarly, there is a 
scarcity of research examining the individual responsibilities of creators, developers, distributors, 
managers, and users who integrate AI into education.

In conclusion, several topics remain open for further research on the developments of AI in 
education such as AI and new forms of algorithmic citizenship; the innovations of the metaverse 
for students and teachers; the educational objectives and student profiles shaped by AI systems; 
the impact of strong AI on human rights, freedom, and the overall well-being of educational 
actors; and the ethical responsibilities of those involved in AI development, among others.
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